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boundary integral formulation of Maxwell’s equations. The accuracy is achieved as singu-
larities are isolated through the use of partitions of unity, leaving smooth, periodic inte-
grands that can be evaluated with high accuracy using trapezoid sums. The removed
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on the ideas used in the free space scattering algorithm of Bruno and Kunyansky.
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1. Introduction

Recent advances have led to electromagnetic scattering algorithms that are both very fast and very accurate.
Unfortunately, these do not translate directly to periodic scattering problems due to the difficulties of working with the
periodic Helmholtz Green'’s function. Here we present a highly accurate algorithm for doubly periodic scattering problems.
The algorithm is based on the accurate free space scattering algorithm of Bruno and Kunyansky [3-5].

Boundary integral methods in periodic scattering problems must deal with two numerical issues: (1) The periodic Green’s
function is an infinite series that converges too slowly to be of practical use, and (2) singularities in the integrals limit the
accuracy in standard numerical schemes. We use the Ewald summation method [8] to deal with the first of these issues (see
[14] for a survey of other techniques). The free space scattering method of [4] overcomes the second obstacle through the use
of a partition of unity to separate singularities and a change of variables to smooth singularities. Our algorithm follows the
same basic outline. The periodic Green’s function, however, does not lend itself as easily to this treatment as the free space
Green'’s function does. Since we use Ewald splitting to accelerate convergence of the periodic Green’s function, we must
identify and analyze the singularities in the Ewald sums.

In [4], the algorithm is developed for single- and double-layer potentials. We work here with the full Miiller integral
equations. These include the layer potentials of [4], but they also include other integrals involving second derivatives of
the Green’s functions. We show that the method applies to all the integrals in the full boundary integral representation
of Maxwell’s equations.

Periodic scattering problems are of interest to electrical engineers and physicists who apply them to photonic crystal
lattices [6,18,9,13,22]. The propagation of waves through such lattices is sensitive to the crystals’ geometry, their material
properties, and the nature of the incident waves. The recent numerical and experimental discoveries of resonances in trans-
mission have generated interest in periodic electromagnetic scattering problems [7,25,10].
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Much numerical work investigating these problems and resonances has been done in the 2D case [23,12,21,20], but less
has been done in 3D. We have previously presented a third order accurate algorithm based on the smoothing of singular
integrands and the addition of correction terms to the resulting integrals [16]. The algorithm presented here is more accurate
and requires fewer Green’s function computations.

1.1. Formulation of the problem

We seek solutions to the Helmholtz equation:
AE+K*(XE=0 AH+KX)H=0 (1)
for
) = {ki =w?ep, forx¢Q
k5 = w?eu, forxeQ
with divergence conditions
V-E=0 V-H=0 (2)

The scatterer Q is a smooth doubly periodic domain in R* whose electromagnetic properties €, and u, differ from those of
the outside medium €, and ;. We will take €; = q = i, = 1 for the bulk of this paper. The method here presented, however,
is valid for general constants in C.

We use scatterers € that are 27 periodic in the x and y directions and of finite thickness in the z direction. Generalization
to any period is not difficult. The method is valid for general smooth surfaces. The periodic Green’s function allows us to do
all of our calculations on just one period in both x and y of the scatterer. From this point on, we will let £2 and 92 refer to just
one periodic block of the scatterer.

We distinguish various fields with subscripts. The fields E;,. and H;,. are the incident fields that would exist in the ab-
sence of the scatterer. Subscripts int and ext refer respectively to the fields in and out of Q2. Fields Eg.q, and Hge,, are scattered
fields and are defined outside of Q as Egcqt = Eext — Einc. and Hgeqer = Hexe — Hine.-

We require that boundary conditions of tangential continuity be satisfied on 0Q:

N X Eoyy =N X Ejyr M x Heye = 00 X Higy 3)

where n is the outward unit normal to Q. The scattered fields must also satisfy radiation conditions, which ensure that the
fields propagate and decay properly while maintaining periodicity. We require the scattered fields to have the form

| - Z E;ne’“”"""‘Z‘ei(m+°‘)"+i(”+”>y
m.n (4)
Hscatt — Z H;ne*\/ —/mn ‘Z‘ei(m+9‘)x+i(n+ﬂ)y

mn

Throughout this paper, all sums of this form are from —oo to co. Here im, = k* — (m + «)? — (n + §)?, and EZ, and HZ, are con-
stant vectors. The constants « and  depend on the fields’ angles of incidence and are defined in Section 1.1.2. The negative
sign in the exponentials ensures that the modes decay whenever Re(y/— /) is nonzero. If, however, Re(v/~Z,) = 0, we must
choose Im(v/—7mn) < 0 so that the waves propagate in the correct direction (from negative to positive z). We adopt the same
sign conventions for the modes of the Green’s function that will be introduced in Section 1.3.

There exist frequencies for which /,, can equal zero. These frequencies correspond transmission resonances known as
Wood’s anomalies [24,25,10]. Green’s functions for the problem at such values are undefined, and we therefore avoid these
frequencies in our computations. Certain types of resonances known as Wood’s anomalies can occur at frequencies close to
these singular frequencies [24,25,10].

1.1.1. The incident wave

We will always take the incident wave to be a plane wave propagating from the negative z to positive z direction. The
direction of the incident wave is given by the unit vector j = (7,, y,,75). With azimuthal angle 0 and polar angle from the
z-axis ¢, y is

" cos fsin ¢
Y, | = | sinfsin¢
V3 Cos ¢

with 0 < ¢ < Z. For a plane wave, the electric and magnetic fields are contained in planes perpendicular to the direction of
propagation }. The directions of polarization

& —sinf & cos 0 cos ¢
Uy=-92 =1 cosf and 0, =-% = | sin®cos¢
a7 T .

a 0 s —sin¢
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define these planes. The electric and magnetic fields must be linear combinations of these two vectors. An incident electric
field and corresponding magnetic field satisfy
Einc(x7y7z) = eikﬁ'-x [alr() + bu;] HinC(X7yvz) = eikly.x[bm) - autf)]

for constants a and b.
Often, we are interested in normally incident plane waves. A normally incident (¥ = (0,0, 1)) ¢-polarized electric field
with a 0-polarized magnetic field has the form

eilqz 0
Eine = e"‘l?"‘u; — 0 Hipe = eikl;‘x-xu—b —= | etkiz (5)
0 0

1.1.2. Pseudoperiodicity of the fields
Our incident fields are not quite periodic. Since €, = y; = 1, the products k;y; and k;7, are real valued and can be written
as

kiy,=m+a and kyy, =n+p

for some integers 1 and i and some constants o, f € (—1,3]. The constants o and  depend on k. and on the angles of inci-
dence ¢ and 0. Since y is a unit vector, we can write 73 in terms of « and f

VI — (4o — (74 )2
V3= k,

Our electric field becomes

Einc(x-y-z) — ei(ax+/;y)eiﬁ1x+iﬁy+i\/kf—(m+a¢)2,(ﬁ+/j)22[au-2) + bu_;,]
The phasor function

el(ox+py)

is not necessarily 27 periodic in x and y. The incident fields are products of a phasor function and a doubly periodic function,
and we call them pseudoperiodic.

For normally incident fields, the constants o and p are both zero, and the fields are periodic and not merely
pseudoperiodic.

1.2. The Miiller integral equations

We will use the boundary integral equations derived by Miiller in [15] for free space scattering problems. The adaption of
these equations to periodic problems is outlined in [16]. We define the surface currents of the electric and magnetic fields on
0Q to be

j=nxE j=-nxH

The equations are a set of coupled equations for j and j':

jinc(x’) = %j(x’)
1 i ext int
M /mn(x’) ) [J(X) * v(ﬂ]G — LG )]ds(x)
i ‘ ¢ i ext int

- :ul—w . asz[n(x) x (X)](k?G - k§G )dS(X)

— ,111#&) - n(x’) x [(j'(x) . V)V(Ge’“ _ Gim)]dS(x)
Y / _€1+62., , (6)
Jinc(x) = 26, ] (X)

76% o n(x) x [j/(x) X V(el G _ ezcim)}dS(x)

_ El;u) ')Q[n(X/) X j(x)] (kfcfxr _ I(;Ginr) dS(x)

6o Ly n(x) x [(j(x) - V)V(G™ — G™)]dS(x)
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Here G®* and G™ refer to the Green’s functions using k; and k», respectively (see Section 1.3). The Green’s functions that ap-
pear in the equations without an argument are evaluated at X' — x. We will call the first and fourth integrals on the right
hand side double layer potentials. This is not strictly consistent with the literature, but they do behave as double layer poten-
tials in terms of singularities. The second and fifth integrals are single layer potentials, and we will call the third and sixth
integrals the second derivative integrals. Note that these second derivative integrals are singular but not hypersingular since
there is a reduction of singularity due to the subtraction G — G™,

These integral equations are Fredholm of the second kind and are therefore well-posed for the interior currents given the
incident fields. Once we have the interior surface currents, we can use interior and exterior representation theorems to find
the scattered and the interior electric and magnetic fields:

Eine(X) / io,j(x)G™ —j' (x) x VG™ + 612 ((x) - V)VG™]dS(x)
1

2
Esmn(x’) =— /m[icz),u]j(x)(;exr —j’(x) x VG +€1—1(_I(X) -V)VGeXt]dS(X)
1w v)veasx) )

1

Hu ) = /a fioeaf (06" +x) x VG + (00 - V) VG"dS(x)

Hyar(X) = — / e ()G + j(x) x VG +
0Q

1.3. Ewald splitting

The periodic Helmholtz Green’s function can be represented as either a sum over periodic reflections or a sum over Fou-
rier modes. Both representations are double infinite sums that converge too slowly to be useful computationally. As in
[23,12,16], we use Ewald splitting to accelerate the computation of the Green'’s functions. This method is something of a hy-
brid, representing the Green’s function as a sum of both quickly converging periodic reflections and quickly converging Fou-
rier modes. We have G = G1 + G2, where

1 0 kzeﬁ2/4 Ri
! —27ti ) VvV
Gl =X) =g5m Ze ”'(W”Z —a b <4ﬁ >

(=0
)2%

-z
G2(X' —X) = 871_5/22 ng 4%/52” E;y(=2mnf’)

where E, denotes the n* order exponential integral function (see Section 2 and [1]) and where

RIZW = (X —x+2np) + (Y —y+2m0)° + (7 —2)°
Py = efmX —X)+iny=y)

2 2

o = K2 —m2 —n

In the G2 sums, the exponential integral functions must be chosen with the same sign conventions as in the radiation con-
ditions (4). The G1 sums contain all of the singularity of the Green’s function, and the G2 sums are smooth.

The splitting parameter f must be small to ensure rapid convergence in the G1 sums and large to ensure rapid conver-
gence in the G2 sums. We use FFTs to accelerate the computation of the G2 sums over m, n, and thus we can use a relatively
small B. After some experimentation, we have seen that = 0.5 works well for the range of frequencies presented in the re-
sults of Section 6. See [23,17], and [16] for more details on Ewald splitting as applied to this scattering problem.

2. Exponential integrals

The sums G1 and G2 in the Ewald form of the Green’s function (8) include exponential integral functions. The functions
that appear in our Green’s functions are all of half integer orders of at least — 1. The following facts from [1] allow us to com-
pute all needed exponential integral functions in terms of error functions (we use the fast algorithm of [19] for the complex
error functions):

Ena(x) = e = XEn(X)] 9)
E 400 = o [Bi00 + 267
d
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The recursive formula for higher order integral equations is sufficient for most applications, but in our case we need an ex-
plicit representation for orders greater than 1. We have developed the following representation which can be proved by
induction:

l l
E, (0 = ﬂ \/gerfc(ﬂ) +e Yy 24— ! W (10)

3. The Green’s function

Our method requires that we identify and separate the singular and smooth (meaning C*) parts of G1 (8). All singularities
and discontinuities occur when the argument of the exponential integrals is zero. In the ¢=0 term, we have

) =) -5 (- (55))

This term appears to be singular, but the function erf (r)/r is analytic. We therefore have smooth and singular parts of this

term:
smooth r2 o 2ﬂ\/_
() =)

Esing r2 _ Zﬂ\/ﬁ
") =

Required derivatives of the Green’s function involve exponential integrals of order —1. From (9), we have

r? 242 2z 2p\/T r
()2 e ()

We similarly have both smooth and singular parts of this function:

Esmooth

< 2 > Afre w7 — 4[33\/ﬁerf<ﬁ)

4R re (11)
Esing r2 _ 4ﬁ3\/ﬁ
() -

The ¢ > 1 exponential integrals are continuous, but they are not smooth (their derivatives are discontinuous). From (10), we

have
£a) ~r i (1-en(gp)) + oy )1W (12

The odd terms in r are not smooth. Once again, we separate into smooth and singular parts:

smooth r2 7 (_Z)Zﬁ j(?z k r (2(5 - k) - l)”
E/} <W> 7_(26—1)” - lerf<zﬁ> +e Yy 2 < 4ﬁ> S I

k=1
Sin; r2 ( ) \/_
EH;lg <47[32> PTT] 1)” 21

We write the Green’s function as G = Ggnooth + Gsing, Where

) 0 kzz 20-1 Rz, kzz pomoo 2 ,
Comoon (X' —X) = 8n 2 2 Balge)t 8n3/2 B (W) FeAxex

[u+|v|=0 (=0

1 K* g e r2
Gsmg(x X 87'[3/2 Z 7 /+1 4[7

Various derivatives and combinations of Green’s functions are needed in the integral Eq. (6). We separate and define all
needed forms of the Green’s functions similarly.
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4. The numerical method

As in [4], we use the smooth partition of unity

1, r<cA
P(X —x) = { exp (%), cA<r<A (13)
0, A<r
wherer = /(x —x)*+ (y —y)*and u = =4 to isolate the singularity in the integral equations. We must have A<mand c<1

(we use A=2mr/3 and c = 0.3 for the results of Section 6). We will illustrate the method on a scalar single layer potential

/ | G(X — X)p(x)ds = / (1 - P)GX —X)p(X)ds + | PGaootn(X — X)$X)ds + | PGung(X' — X)b(x)ds
0Q 0Q O 0!

0Q Q

The first of the integrands on the right is smooth, since the partition of unity removes the singularity. This integrand is also
periodic. We can therefore evaluate this integral with a trapezoid sum and expect very high accuracy. The second of these
integrands is also periodic, since the partition of unity forces it to zero within the periodic block 9€2. Since this integrand is
also smooth, we can again achieve high accuracy with the trapezoid rule. The final integrand is singular and requires addi-
tional analysis.

4.1. The singular integrals

We convert the singular integrals to polar coordinates as in [4]. Let X' — x = —pcos0 and y' — y = —psind. We can rewrite
the singular integral in polar coordinates:

1 2n A
| PGulx =x)60ds =5 [ | P(p.0)Guns(p.0)(p.0) pldpao
0Q 0 —A

For a fixed 0, the dp integral is periodic due to the partition of unity. Our G, function contains 1/r singularities and non-
smooth r**~! terms. The product @ however, is smooth in p for a fixed 6. The limit of this function as p — 0 is

L=tim 2l _ ! (14)
p—0 T 1+ (f, cos 0 + f, sin 0)*

The |p|r**~! terms are also smooth. The dp integrals can therefore be computed with high order convergence using a trap-
ezoid rule. The d0 integrals are clearly periodic and smooth. We can therefore approximate the single layer potential with
high order convergence. By symmetry, we can perform the 6 integration from 0 to 7.

4.2. Polar interpolation

We use the iterative method GMRES to approximate solutions to the integral equations. In this process, we have approx-
imations to j and j’ on the rectangular grid x; = 27i/N, y; = 27j/N,i,j=0, 1, ..., N — 1. The method for dealing with the singular
integrals, however, requires having approximations to these functions on points of a polar coordinate grid. To overcome this
obstacle, we use the same fast, accurate interpolation scheme introduced in [4]. For a fixed 0, our method requires that we
integrate along the line x = X' + pcos6, y =y’ + psind. We discretize p along this line, and we choose Ap so that each p;liesona
line of the rectangular grid. For 0 € [r/4,37/4], we choose Ap = Ay/sin6, and the p; lie on lines y;. As we perform GMRES iter-
ations on the integral equation, we have values for the integrand at x; values along these y; lines, so we can perform one
dimensional interpolation along each of these lines to approximate the required values of the integrand. We perform this
high accuracy interpolation along a line y; in three steps:

o Use a fast Fourier transform (FFT) on the x; values of the integrand to obtain the Fourier coefficients of the integrand. Since
the function is periodic, this has a very high accuracy.

e Use these Fourier coefficients to evaluate the integrand on a much finer grid (as in [4] we use a grid that is 16 times finer
that the original grid). The FFT is again used to quickly and accurately obtain these values.

e We need a value of the integrand that lies between points on the refined grid. To obtain this, we construct a third degree
interpolating polynomial between the fine grid points. We choose the polynomial so that it matches the trigonometric
polynomial in value and in first derivative at the endpoints of the interval. This approach was used in [4] with excellent
results. A super-algebraic interpolation scheme could be developed at this point, but with the highly accurate interpo-
lated values from the FFTs and with the small grid size of the refined grid, the fourth order accuracy of this polynomial
interpolation is sufficient for practical purposes (for a grid with N = 32 points, errors will be on the order of 10-8).
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We thus have a fast and accurate way to obtain the values needed for the polar integration. If 0 ¢ [7/4,37/4], we set
Ap = Ax/cos0, and the p; lie on lines x;. The interpolation is performed similarly, but we interpolate y values along these lines
of constant x. Refer to [4] for more details.

4.3. Adapting the method to the Miiller integral equations

To this point, we have only outlined the method for a scalar single layer potential. The idea of method is the same for each
of the integrals of the Miiller equation (6), but there are various derivatives and singularities involved. We will show how the
method works for each of the four types of integral in (6).

4.3.1. The single layer potential
We have already outlined the method for a scalar single layer potential. There are two vector valued single layer poten-
tials in the integral equations of the form

/ m(x) x j(x)] (kfce’“ s G""‘) ds(x)
JoQ

To evaluate these integrals with a trapezoid sum, we need limits in both the smooth and singular parts at r=0. For the
smooth integral, we need

2
lim E;oo (L) -2 (15)
r—0 2 4[}
The singular part of this integral is computed in polar coordinates, and we need
2
. sing (1) _
111113 |p\E% (4[32) 2BVTL (16)

in the dp integral, where L is the limit (14). As seen, the other nonsmooth parts of the integrand smoothly go to zero after the
change to polar coordinates.

4.3.2. The double layer potential
The integral

/ n(x) x [i(x) x V(667 — 6™ ) ds(x)
oQ

is singular and behaves somewhat like a double layer potential. The smooth part of the integral is zero at the origin and is
computed in rectangular coordinates with a trapezoid sum. The most singular part of this integrand comes from the expo-
nential integral of order —1. From (11), we see that we must look at the triple product

4y

n(x) x [j(x) x (X' —x)]—3

The normal vector n and tangential vector j are

1 fx
nX)=———1|f
jl (va)

jx) = J2(%.y)

jl (X7y) X(va) +j2(X=.V) y(xv.V)

where the functions without arguments are evaluated at (x',y’). For small r, we expand the functions in j in a Taylor series
centered at (x',y’). The triple product becomes

AP VT
1+ 2+ £}

where

(VX —xy —y) +0(r))

o= (B -7 B0 -y )i+ o -7 4y -0 -
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2=l =00 =) LoV -+ (07 2 L 02

V3 =

(@ o~ Ty Ry -0 )+ R —y)z)jl

(fyyfy ( fxxfy

Yoy w0y —y) +Mx<x'—x>2)fz

As in the case of the single layer potential, we change to polar coordinates. We have the limit

lim_ AEVT_ plpl 4LV

N A J1 S+ £

where L is the limit (14) and

v(0

(v(0) +0(r) =

v = <’°‘ cos? 0 — f”’ sin 0)]1 + (fay €0S? 0 + f,y cos 0 sind)j,

v, = (fix COS 0sin 0 — f, sin’ 0)j, + (”’ sin® 0 — f’"‘ cos 0)]2

v3 = (f"’éf" cos? 0 —fygfx Sin® 0 + fif, COS 0'5in 0 + fip f, sin® ())jl
+ (fyé—fy sin” 0 7ﬁt§fy €082 0 + fyyfx COS 0'8in 0 + fi fy cOS? 6>j2

All other nonsmooth parts of this integrand smoothly go to zero at the origin. The integrand is therefore smooth for a fixed 0,
and we can thus compute the double layer potential with very high accuracy using the trapezoid rule.

4.3.3. The second derivative integral
We have two integrals of the form

/_)Q n(x) x [(j(x) - V)V(C™ — G™)|dS(x)

As mentioned, some of the singularity of these integrals is removed in the difference (G — G™). For the smooth integrals in
rectangular coordinates, the mixed partial derivatives are all 0 at the origin. The other derivatives in the smooth integrals and
all of the derivatives in the singular integrals have a nonzero contribution at 0 coming from an exponential integral of order 1.
These limits are the same as (15) and (16).

The singular parts of these integrals once again arise from exponential integrals of order — 1, and we again deal with them
via the change to polar coordinates. For example, for the mixed partial derivative (G — G““)xz the most singular piece of the
integrand has of the form

4V _ 4ﬁ f
r3

(x

-X)(Z —2)

For small r, this is
(X = X)X = X) =y —y) +0(?))

In polar coordinates, this is once again smooth as p — O for a fixed 0:

433 /mL? (f, cos® 0 + f, cos 0 sin )

=X =0(.y)-f(xy)

ap Vr

3

The second derivatives are handled similarly, and all other nonsmooth parts of the integrand become smooth with the
change to polar coordinates and are zero at the origin. The trapezoid rule therefore yield high accuracy approximations
for the second derivative integrals as well.

4.3.4. The nonsingular integral
Since p; = iy, the following integral is not singular

A JLESE [j(x) x V(lﬁ G uzc"’”)]dS(x)

This integrand is O at the origin in both the rectangular and polar integrals. There are, of course, still nonsmooth parts of the
Green’s functions here, and we must still convert to polar coordinates as in the other integrals for these parts.
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5. Implementation
5.1. Computing the Green’s function

The Ewald summation method described in Section 1.3 greatly accelerates computation of the Green’s function. The func-
tion is, however, still represented as various infinite sums (8), and computing it is still the most time consuming piece of the
algorithm. To accelerate these computations, we first precompute and store factorials and other relevant coefficients in (8).
We then group the G2 sums as

, 1 Z* (-1 -2* D
G2(x —x) = 82 5 4p! P '""EH%(*’lm”ﬁz)
(= :

mn

We compute the inner m, n sums with FTTs and tabulate the results. We use the same number N of frequencies that we use to
discretize the surface. Since G2 is smooth and periodic, this is more than sufficient to guarantee high accuracy in these sums.
This technique, which was recently used in [16] and [2], significantly accelerates the computation of G2. With this acceler-
ation in G2, we can choose the splitting parameter  small to that only a few of the y, v terms are needed in the G1 sums. The
¢ sums that remain in G1 and G2 are both Taylor series for exponentials, and estimates could be derived for the convergence
of these sums. We have, however, opted to simply include terms until they fall below a given tolerance (10~1°). The results
do not differ appreciably when we set the tolerance higher.

5.2. Solving the integral equation

We have outlined a high order integrator for the Miiller equations. To actually solve the equations, we iterate using stan-
dard GMRES without restarts. Since the integral equation is Fredholm of the second kind, we expect the iterations to be sta-
ble. The iterations indeed converge for our test case and other scatterers, and they converge in relatively few iterations
(typically, fewer than 50). The system scales as N? for N total discretization points. Thus for an N x N grid, the vector that
we iterate has 12N? complex valued entries; the problem becomes computationally large very quickly. It is necessary to tab-
ulate values of the Green’s function for use during the iterations.

6. Numerical results
6.1. Integrals with exact surface currents for flat slab test case

The scattering problem with a flat slab scatterer can be solved analytically (see [16]). With this scatterer, the incident and
interior currents are known constants on each surface. We evaluate the integrals in (6) using the exact interior surface cur-
rents. Results are shown in Table 1.

These results show high accuracy (an improvement of at least two orders of magnitude when doubling N) and conver-
gence. As expected, accuracy decreases as frequency increases. Table 2 shows similar results for a higher frequency.

We use GMRES to approximate solutions to the integral equation. We have an L., norm error of 1.82e — 06 (with
N=32,6,=5,and w=0.3).

Table 1
Table of results for evaluation of Miiller integrals with a flat slab scatterer using exact internal surface
currents (w =0.3,6; =5.0,x' = 0).

N Liexact(x/) 7jnumen'ca1(x/)| u/exatt(x/) _ jmumerical(xr)l
32 1.0057e — 06 3.1269e — 06
64 2.5372e — 08 7.8884e — 08
128 2.1007e — 10 6.5302e — 10
256 6.3357e — 14 8.1795e — 14
Table 2

Table of results for evaluation of Miiller integrals with a flat slab scatterer using exact internal surface
currents with a higher frequency (w =1.3,¢; =5.0,x' = 0).

N Liexact(x/) 7jnumen'ca1(x/)| u/exact(x/) _ jmumerical(xr)l
32 5.4467e — 05 6.5079e — 05
64 5.7615e — 07 6.8839e — 07

128 3.9663e — 09 4.7389e — 09

256 2.3773e — 13 7.3508e — 13
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6.2. Integrals on curved surface

We apply the algorithm to the surface
1 . 2 .2 1 . 2 s 2
Fi(x,y) = 5 sin®(x/2)sin”(y/2) F,(x,y) =7 — 5 sin“(x/2) sin”(y/2)

which we call the dimpled surface (the surface of Fig. 1 is a steeper version of this). In Table 3, we see the high order con-
vergence of the integrals for this curved surface. Since we do not know the exact surface currents for this surface, we use the
surface currents for the flat slab surface as if they were the first iteration in our GMRES solver. We use the approximation
with N = 256 as our “exact” reference for these results.

If we compare differences with N =32, N=64, N =128, we have the ratios

‘:iN:32 _:iN:64| — 108.07 I:i/;\l:32 _:i/;\l:64‘ =110.17
lin—64 — Jn-12s] lin-6a — dn_12s]

These ratios, for the incident surface currents with w = 0.3 and €, = 15 evaluated at X’ = 0, indicate high order convergence.

6.3. The full integral equation

Having seen good convergence in the individual integrals, we look at approximating solutions to the integral Eq. (6).

6.3.1. Transmission coefficient
A quantity of interest in scattering problems is the transmission coefficient T. This is a comparison of the energy in the
incident fields to that in the total external fields far from the scatterer. The Poynting vector

S=ExH,

with E the complex conjugate of E, is a measurement of an electromagnetic field’s energy flux [11]. For any surface F far from
the scatterer 2 and normal to the incident fields, we define the incident and transmitted energy flows by

Uinc :/Re(S,-m(x)-n(x))dS(x) Utran :/Re(Sm(x) -n(X))dS(x)
F F

where n is an outward unit normal to F. These flows are measures of the energy passing through the surface F. The trans-
mission coefficient is defined as

Fig. 1. A few periods of a sample surface. This surface is 27 periodic in x and y and has finite thickness in z.

Table 3
Table of results for evaluation of Miiller integrals with a dimpled scatterer using the N = 256 results
as an “exact” baseline (w =0.3,¢; =5.0,x' =0).

N Liexacr(x;) 7jnumeriml(x/)| ‘jrexact(x/) 7jmumeriml(x/)|
32 9.7164e — 07 3.3074e — 06
64 2.5965e — 08 7.5899e — 08

128 2.1456e — 10 6.2927e — 10
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Utran
Uinc

T= (17)
In computing T, we take the surface F to be far enough from Q that the decaying modes of the field are negligible, so that only
the propagating modes contribute to the integrals. The transmission coefficient is relevant physically, but it is also an impor-
tant quantity numerically, since it requires the full solution of the integral equations.

6.3.2. Flat slab scatterer
The transmission coefficient for the flat slab scatterer can be computed analytically. The results for this test case (In Table
4) show high accuracy in solving the integral equation.

6.3.3. Corrugated roof scatterer
We solve the integral equation for the surface

Fi(x,y) = % sin’(x/2) Fo(x,y) =7 — % sin®(x/2)

which we call the corrugated roof surface. Upon calculating the surface currents, we use (7) to get the scattered fields. From
the fields, we can compute the transmission coefficient. The results (in Table 5) show fast convergence of transmission
coefficients

6.3.4. Wood’s anomaly resonance

Current interest in periodic scattering is partially due to the desire to study transmission resonance phenomena. It has
been observed [16] that Wood’s anomaly resonances can occur for frequencies close to the singular frequencies that occur
in the Green’s function. It is important that numerical methods be able to resolve such resonances. Fig. 2 shows transmission
coefficient profiles as a function of frequency for the corrugated roof scatterer. There is a resonance in transmission for

Table 4

Table of transmission coefficient results for the flat slab
scatterer (w =0.3,€;=5.0). Calculation of the transmission
coefficient requires the solution of the full Miiller integral
equations and the approximation of the scattered electric and
magnetic fields at a point.

N Error in transmission coefficient
32 1.5962e — 6
64 4.0264e — 8

Table 5

Table of transmission coefficient results for the corrugated
roof scatterer (w =0.3,€; = 5.0).

N Transmission coefficient
32 0.77265672
64 0.77265853
128 0.77265832
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Fig. 2. Transmission coefficient as a function of frequency for the corrugated roof scatterer. On the right is a more finely resolved view of the resonance.
(€1 =5.0).
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Fig. 3. Number of GMRES iterations as a function of frequency for the corrugated roof scatterer. (¢; = 5.0).

frequencies just less than the singular value 0.63. On the right is a close up of the resonance, and we see that the method is
able to resolve such phenomena.

6.3.5. GMRES iterations

As expected, the number of GMRES iterations increases with frequency (see Fig. 3). Notice that the number jumps at fre-
quencies where the number of penetrating modes increases (at w = 0.45 and w = 0.63). We also see that more iterations are
required for frequencies near the Wood’s anomaly resonance.

7. Conclusions

We have developed a very accurate algorithm for 3D periodic scattering. The method shows high accuracy for both a flat
slab test case and for a curved surface. It is a straightforward method that is practical for small problems. For larger prob-
lems, calculation of the Green’s functions becomes very time consuming. Fast summation methods have made it possible to
study even large scale free space scattering problems. The adaption of such methods to the periodic problem is in progress
and should be a great improvement.
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